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Double Fixed-Polarity Reed-Muller Expressions:

A New Class of AND-EXOR Expressions for

Compact and Testable Realization
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As classes of AND-EXOR expressions, PPRMs, FPRMs, and ESOPs are well-known. In
this paper, a new class of AND-EXOR expressions, Double Fixed-Polarity Reed-Muller Ex-
pressions (DFPRMs), is proposed. DFPRMs are generalized expressions of FPRMs, and can
be the smallest PLA among all the classes of AND-EXOR expressions. We discuss their prop-
erties: the relation to other classes, a compact realization with (AND/OR)-EXOR PLAs, and
the easy testability of the PLA. We show that all the stuck-at faults in DFPRM PLAs are
detected by (2n+4) tests, which are independent of the functions realized by the PLAs. And
we demonstrate the compactness of DFPRMs by giving a table of the number of products of
the minimum DFPRMs for all 4-variable functions. The table is obtained by a minimization
algorithm presented in this paper.

1. Introduction

Logic circuits including exclusive-or (EXOR)
gates have some advantages over traditional
circuits with only AND and OR gates.
EXOR-based realization can reduce the cir-
cuit area 4),6),12) and improve the testabil-
ity 2),8),10),13),20),22).
AND-EXOR expressions have been studied

as the fundamentals of the EXOR-based re-
alization. An AND-EXOR expression with n
variables can be realized in an AND-EXOR
programmable logic array (PLA) with 2n lit-
eral lines as shown in Fig. 116),17), which is the
AND-EXOR counterpart of the AND-OR PLA.
The line c in the PLA is the constant input
line. The width t of the PLA corresponds to
the number of product terms of the expression.
Hence the size of the PLA mainly depends on
2n× t.
There are several classes of AND-EXOR

expressions 18) such as PPRMs (positive-
polarity Reed-Muller expressions), FPRMs
(fixed-polarity Reed-Muller expressions), and
ESOPs (exclusive-or sum-of-porducts). Each
class has the different properties of size and
testability. An expression such that arbitrary
product terms are combined by EXORs is called
an ESOP, which is realized in the PLA of Fig. 1.
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In terms of the testability, all the single stuck-
at faults of the ESOP PLAs with n variables
are detected by (n+6) tests although some ad-
ditional gates to make the PLA easily testable
are required 11).
An FPRM is an AND-EXOR expression in

which either positive or negative literals ap-
pear for every variable. The PLA realization is
shown in Fig. 218),21). The lines vi (1 ≤ i ≤ n)
represent the polarity of literals. Since the PLA
has only n literal lines, the size depends on
n × t. The FPRM PLA is known as an eas-
ily testable realization, in which all the single
stuck-at faults are detected by (n+4) tests with
only one additional gate 8). From the compact-
ness and the testability, many minimization or
optimization algorithms for FPRMs have been
proposed 3),7),15),19),23).
A PPRM is an AND-EXOR expression with-

out any negative literals. As shown in Fig. 3,
the structure is the simplest among the AND-
EXOR PLAs; it does not have the polarity in-
put lines and the number of the literal lines is
n. As well as FPRM PLAs, the size depends on
n× t and the single stuck-at faults are detected
by (n + 4) tests with one additional gate 14).
However, the number of products of PPRMs,
namely t, tends to be large by the strict restric-
tion of literals.
In this paper, a new class of AND-EXOR

expressions, double fixed-polarity Reed-Muller
expressions (DFPRMs), is proposed. The DF-
PRM is an expression such that the EXOR
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Fig. 1 PLA for ESOPs.
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Fig. 2 PLA for FPRMs.
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Fig. 3 PLA for PPRMs.
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Fig. 4 PLA for DFPRMs.

combination of two FPRMs whose polarities are
opposite each other. A DFPRM can be realized
in an (AND/OR)-EXOR PLA of Fig. 4, which
has only n literal lines and then the size de-
pends on n × t. The number of literal lines is
the same as the FPRM PLA and is half of the
ESOP PLA. The average of t for four-variable
functions is 4.13, which is smaller than 5.50
of FPRMs. The results can be obtained from
the minimization algorithm which is presented

in this paper. We also discuss the easy testa-
bility of DFPRM PLAs for the single stuck-at
faults; all the faults in DFPRM PLAs are de-
tected by (2n+4) tests with one additional gate
and the tests are independent of the functions
realized by the PLAs. Although the DFPRM
PLA requires more tests than the other kind of
PLAs, the number of tests is within two times
of that of the others. Consequently, DFPRM
PLAs hold easy testability and are smaller than
FPRM PLAs.

2. Preliminaries

An arbitrary logic function f(x1, x2, . . . , xn)
can be expanded with EXORs as fol-
lows 5),18),21):

f = x̄nf{0} ⊕ xnf{1} (1)
f = f{0} ⊕ xnf{0,1} (2)
f = f{1} ⊕ x̄nf{0,1}, (3)

where f{0} = f(x1, x2, . . . , xn−1, 0), f{1} =
f(x1, x2, . . . , xn−1, 1), and f{0,1} = f{0} ⊕ f{1}.
Equation (1) is called the Shannon expansion,
and Eqs. (2) and (3) are called the positive
Davio and the negative Davio expansions, re-
spectively.
By applying the above expansions recursively,

AND-EXOR expressions are obtained, which
are classified according to the choice of expan-
sions 18). By expanding the function f with
the positive Davio expansion, an expression
without negative literals is obtained, which is
called the Positive-Polarity Reed-Muller expres-
sion (PPRM). A Fixed-Polarity Reed-Muller
expression (FPRM) is an expression obtained
by using either the positive Davio or the nega-
tive Davio expansion for each variable. FPRMs
are generalized PPRMs. An expression such
that arbitrary product terms are combined by
EXORs is called an EXOR Sum-Of-Products
expression (ESOP). ESOPs are the most gen-
eral AND-EXOR expressions.

Definition 1 The number of product terms
of an ESOP F is denoted by τ (F ). ✷

We represent the choice of expansion to
obtain FPRMs as the n-bit vector Vn =
[v1, v2, . . . , vn] (vi ∈ {0, 1}), which is called the
polarity vector. Each vi (1 ≤ i ≤ n) denotes the
polarity of the variable xi; vi = 0 means the
positive Davio expansion is used for the vari-
able xi, and vi = 1 means the negative Davio
expansion is used instead. The FPRM of f is
uniquely obtained if the polarity vector Vn is
given.
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Definition 2 The polarity vector of a given
FPRM F is denoted by ν(F )☆. ν̄(F ) is defined
as the bitwise complement of ν(F ). ✷

Example 1 If FPRM F = x1x2⊕x1x2x̄3⊕
x1x2x̄4 is given, ν(F ) = [0, 0, 1, 1] and ν̄(F ) =
[1, 1, 0, 0]. ✷

Definition 3 Let Fa and Fb be FPRMs
such that ν(Fa) = ν̄(Fb), where we assume
that the n-th bit of ν(Fa) is 0 without loss
of generality. The EXOR combination of
the two FPRMs, Fa ⊕ Fb, is called a Dou-
ble Fixed-Polarity Read-Muller expression (DF-
PRM) with the polarity vector ν(Fa). ✷

Example 2 Both Fa = x1 ⊕ x̄2x̄3x4 and
Fb = x̄1x2x3x̄4 ⊕ x̄1x̄4 are FPRMs. F =
Fa ⊕ Fb = x1 ⊕ x̄2x̄3x4 ⊕ x̄1x2x3x̄4 ⊕ x̄1x̄4 is a
DFPRM. The polarity vector of F is [0, 1, 1, 0].

✷

Since an FPRM F can be written as F ⊕ 0
and the constant 0 is considered to be an FPRM
with ν̄(F ), the FPRM F is also a DFPRM, i.e.,
DRPRMs are generalized FPRMs. The FPRM
of f is uniquely obtained if the polarity vector
Vn is given. However, the DFPRM of f with
Vn is not unique. This means that the mini-
mization of DFPRMs is a more difficult prob-
lem than that of FPRMs. The minimization of
DFPRMs is described in Appendix. In the fol-
lowing, we give the definition of the minimum
DFPRMs.

Definition 4 Among all the DFPRMs with
a polarity vector Vn which represent an n-
variable function f , those with a minimum
number of product terms are called minimum
DFPRMs of f with Vn. The number of product
terms in a minimum DFPRM of f with Vn is
denoted by τD[Vn](f). Furthermore, τD(f) is
defined as follows (note that the n-th bit of Vn

is 0):
τD(f) = min

Vn∈{0,1}n−1×{0}
{τD[Vn](f)}. (4)

✷

Since DFPRMs are generalized FPRMs, the
DFPRM of f does not require more products
than the FPRM. The relation between DF-
PRMs and other AND-EXOR expressions is
shown below.

Property 1 PPRM, FPRM, DFPRM,
and ESOP represent the class of all PPRMs,

☆ Precisely the polarity vector of an FPRM is not
uniquely determined. For example, when there is
no literals of a variable xi in an FPRM F , the i-th
bit of the polarity vector may be 0 or 1. In such a
case we choose an appropriate one.

ESOP
DFPRM
FPRM
PPRM

Fig. 5 Relation among classes.

FPRMs, DFPRMs, and ESOPs, respectively.
Then, the relation PPRM ⊂ FPRM ⊂
DFPRM ⊂ ESOP holds (Fig. 5). ✷

Easy testability is a useful property of
EXOR-based circuits 2),11),13),14),20),22). We re-
fer to the testing of the FPRM PLA 8),14) in or-
der to explain the testing of the DFPRM PLA.
The FPRM PLA requires only (n + 4) tests to
detect all the single stuck-at faults, and the
tests are independent of the function realized
by the PLA. The single stuck-at fault model is
briefly defined as follows 1).

Definition 5 A stuck-at fault is the logical
fault such that a signal line is stuck at a fixed
logical value c ∈ {0, 1}. According to the value
c, it is called the stuck-at 0 or the stuck-at 1
fault. At most one stuck-at fault is assumed to
occur in a circuit. The input patterns to test
whether the circuit is faulty are called the test
patterns (or tests shortly). ✷

The test set for the FPRM PLA consists of
two test sets: for the AND part and for the
EXOR part 8),14). The internal faults in the
AND part can be detected by the following test
set Sa. The faults on the primary input lines
and the literal lines are detected by one addi-
tional gate, which is described in the testing of
the DFPRM PLA in Section 4.
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In Sa, d represents a don’t-care value. The
number of tests in Sa is |Sa| = (n + 1); the
first test detects the stuck-at 0 faults, and the
rest detect the stuck-at 1 faults.
The test set for the EXOR part is as follows.
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The number of tests is |Sb| = 4. Let S[i] be the
i-th test in the test set S. The total number of
tests is |Sa ∪Sb| = (n+4) because Sb[2] can be
merged with Sa[1].

3. Fixed-Polarity OR-EXOR Expres-
sions

The DFPRM PLA of Fig. 4 is a combina-
tion of an AND-EXOR PLA and an OR-EXOR
PLA. Before discussing the DFPRM PLA, let
us consider the OR-EXOR PLA.

Definition 6 An EXOR combination of ar-
bitrary sum terms is called an OR-EXOR
expression. A fixed-polarity OR-EXOR ex-
pression (FPOE) with polarity vector Vn =
[v1, v2, . . . , vn] is an OR-EXOR expression in
which either positive or negative literals ap-
pears for each variable according to Vn, that
is, if vi = 0, the positive literal xi is used in the
FPOE, and otherwise the negative literal x̄i.
ν(F ) denotes the polarity vector of an FPOE
F . ✷

Example 3 The OR-EXOR expression F
= (x̄1 ∨ x̄2)⊕ (x̄1 ∨ x̄2 ∨x3)⊕ (x̄1 ∨ x̄2 ∨x4)⊕ 1
is an FPOE with the polarity vector ν(F ) =
[1, 1, 0, 0]. ✷

From de Morgan’s theorem, the product
x1x2 · · ·xn can be converted into (x̄1∨ x̄2∨· · ·∨
x̄n) ⊕ 1. To discuss arbitrary products, we de-
fine the following notation.

Definition 7 The literals x̄ and x of a vari-
able x may be written as x{0} and x{1}, respec-
tively. The special literals x{} and x{0,1} mean
the constant 0 and 1, respectively. ✷

Example 4 The product x1x̄2x4 can be
written as x

{1}
1 x

{0}
2 x

{0,1}
3 x

{1}
4 . ✷

By using the above notation, an arbi-
trary product can be written in the form of
xα1

1 xα2
2 · · ·xαn

n (αi ⊆ {0, 1}). Then, we have
the following property.

Property 2 Let αi be a subset of {0, 1} and
βi be {0, 1} − αi for i = 1, 2, . . . , n, then the
following equation holds:

xα1
1 xα2

2 · · ·xαn
n = (xβ1

1 ∨ xβ2
2 ∨ · · · ∨ xβn

n )⊕ 1

✷

Lemma 1 Let F be an FPRM. F̃ denotes
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Fig. 6 PLA for FPOEs.

the OR-EXOR expression such that every prod-
uct of F is converted into the EXOR combina-
tion of the sum term and the constant 1 by the
equation of Property 2. Then F̃ is an FPOE
with ν̄(F ). ✷

FPOEs have fixed polarities of literals as well
as FPRMs. Therefore they can be realized
in the OR-EXOR PLA with n literal lines as
shown in Fig. 6. The FPOE PLA is an alterna-
tive realization of FPRMs because an arbitrary
FPRM F can be converted into the FPOE F̃ .
The testing of FPOE PLAs is similar to

FPRM PLAs. From the duality of AND and
OR gates, the single stuck-at faults in the OR
part are detected by the test set Sc below, which
are obtained from the test set Sa for FPRM
PLAs by holding (v1, v2, . . . , vn)= (1, 1, . . . , 1).

Sc =

c


d
d
d

d
d

x1

1
0
1

1
1

x2

1
1
0

1
1

. . .

. . .

. . .

. . ....

. . .

. . .

xn−1

1
1
1

0
1

xn

1
1
1

1
0

v1

1
1
1

1
1

v2

1
1
1

1
1

. . .

. . .

. . .

. . ....

. . .

. . .

vn

1
1
1

1
1




The number of tests, |Sc|, is (n + 1). For the
EXOR part, Sb in Sect. 2 can be used as the test
set. Then the total number of tests for FPOE
PLAs is |Sc ∪ Sb| = n + 4 because Sb[3] can be
merged with Sc[1].
The properties of FPOEs and their PLAs are

summarized as follows.
Property 3

( 1 ) FPOEs have the fixed polarity of literals
for every variable.

( 2 ) FPOEs can be realized in the OR-EXOR
PLA (FPOE PLA) with n literal lines.

( 3 ) The single stuck-at faults of FPOE PLAs
can be detected by applying (n+4) tests.

( 4 ) Let F be an FPRM and F̃ be the FPOE.
F and F̃ represent the same function.

( 5 ) The polarities of literals of an FPRM F
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and the FPOE F̃ are opposite each other,
ν(F ) = ν̄(F̃ ). ✷

4. PLA Realization and Testability

In this section, we show that DFPRMs can
be realized in the (AND/OR)-EXOR PLA with
n literal lines such as Fig. 4. We define a
conversion of DFPRMs into the (AND/OR)-
EXOR expressions, which correspond to the
(AND/OR)-EXOR PLA.

Definition 8 Let F be a DFPRM such that
F = Fa ⊕ Fb (ν(Fa) = ν̄(Fb)). F̂ is defined as
Fa ⊕ F̃b. ✷

Example 5 The DFPRM F of Example 2
is converted into F̂ = Fa ⊕ F̃b = x1 ⊕ x̄2x̄3x4 ⊕
((x1 ∨ x̄2 ∨ x̄3 ∨ x4) ⊕ 1) ⊕ ((x1 ∨ x4) ⊕ 1) =
x1 ⊕ x̄2x̄3x4 ⊕ (x1 ∨ x̄2 ∨ x̄3 ∨ x4) ⊕ (x1 ∨ x4).

✷

F̂ is the EXOR combination of the FPRM Fa

and the FPOE F̃b. Note that Fb and F̃b repre-
sent the same function as mentioned in Prop-
erty 3, that is, the DFPRM F and its F̂ repre-
sent the same function. Since ν(Fa) = ν̄(Fb), F̂
has the fixed polarity of literals for every vari-
able. The properties of DFPRMs are summa-
rized as follows.

Property 4 Let F be a DFPRM such that
F = Fa ⊕ Fb (ν(Fa) = ν̄(Fb)).
( 1 ) F and F̂ represent the same function.
( 2 ) The FPRM Fa and the FPOE F̃b have

the same polarity vector.
( 3 ) F̂ has the fixed polarity of literals for ev-

ery variable. ✷

From Property 4, F̂ can be realized in the
PLA of Fig. 4.

Theorem 1 For an arbitrary DFPRM F ,
F̂ represents the same function as F , and can
be realized in the (AND/OR)-EXOR PLA with
n literal lines. ✷

When F̂ is obtained from F , some F̂ have
the constant term 1 and the others not. The
difference does not affect the PLA realization
of Fig. 4 because the constant is assigned to the
input line c. If F̂ has the constant 1, c is set at
1. Otherwise, c is set at 0.
We discuss the testing for DFPRM PLAs.

As described in Sects. 2 and 3, both PLAs of
FPRMs and FPOEs require only (n + 4) tests
to detect all the single stuck-at faults, and the
tests are independent of the functions realized
by the PLAs. Since the DFPRM PLA is a
pair of an FPRM PLA and an FPOE PLA,
the faults are detected by using their test sets.
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Fig. 7 DFPRM PLA with extra n-input AND gate.

We consider the tests in each of the AND, OR,
EXOR, and literal parts in the DFPRM PLA
as shown in Fig. 7. From Section 2, the faults
in the AND part are detected by Sa. And from
Section 3, the faults in the OR part are de-
tected by Sc. Sb can be used as the test set for
the EXOR part.
A fault signal in the literal part usually fans

out to some gates. To detect the fault, some ex-
tra gates are often used 3),13),14),20),22). If one n-
input AND gate is added to the DFPRM PLA
such as Fig. 7, the fault detection in the literal
part is made by observing z, which is the output
of the extra AND gate. The faults on the lit-
eral lines and the line z are detected by Sa. The
faults on the primary input lines xi and vi are
detected by the following Sd. Then |Sd| = 2.

Sd =
c[
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Hence the total test set S for DFPRMs is
written as S = Sa ∪ Sb ∪ Sc ∪ Sd. The number
of tests is |S| = (2n+4) because of the following
reasons.
• Sb[2] can be merged with Sa[1].
• Sb[3] can be merged with Sc[1].
• Sb[2] and Sb[4] can be merged with Sd.
• Sd[2] is equal to Sa[1].
From the above discussion, we have the fol-

lowing theorem.
Theorem 2 All the single stuck-at faults in

the DFPRM PLA with one extra n-input AND
gate are detected by (2n+4) tests and the tests
are independent of the functions realized by the
PLAs. ✷

The number of tests of DFPRM PLAs is
(2n + 4) while that of FPRM PLAs is (n + 4).
DFPRM PLAs require more tests than FPRM
PLAs. The number of tests, however, remains
O(n).
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Table 1 Number of four-variable functions that
require t products.

t PPRM FPRM DFPRM ESOP SOP
0 1 1 1 1 1
1 16 81 81 81 81
2 120 836 1660 2268 1804
3 560 3496 11520 21744 13472
4 1820 8878 29426 37530 28904
5 4368 17884 21840 3888 17032
6 8008 20152 1008 24 3704
7 11440 11600 512
8 12870 2336 26
9 11440 240

10 8008 32
11 4368
12 1820
13 560
14 120
15 16
16 1
av 8.00 5.50 4.13 3.66 4.13
av: average

5. Size of DFPRM PLAs

To evaluate the size of DFPRM PLAs, we
consider the width t of the PLA, which corre-
sponds to the number of products of the DF-
PRM. From Property 1, DFPRMs require less
products than FPRMs and more products than
ESOPs. To confirm the property, we obtain
τD(f) of all the four-variable functions by the
minimization algorithm presented in Appendix.
We implemented the algorithm in Lisp

on SUN Ultra Sparc 60 Model 1450 (19.7
SPECint95). The program computes a mini-
mum DFPRM of a given function f with four
or less variables within 0.1 seconds. By using
the program, we obtained a table of minimum
DFPRMs of all the four-variable functions. A
five-variable function can be minimized in 50
seconds if the table is stored in the memory in
order to reduce the number of recursive calls.
The results and the comparison with other

classes of expressions are shown in Table 1,
where these columns except DFPRM are
quoted from Refs. 18), 21). The average of t for
four-variable functions is 4.13, which is smaller
than 5.50 of FPRMs. In the worst case, an
FPRM requires 10 products while a DFPRM
and an ESOP require only 6 products. SOPs
(sum-of-products expressions or AND-OR ex-
pressions) require at most 8 products.

6. Conclusions and Comments

We proposed DFPRMs, which are a new class
of AND-EXOR expressions. They are general-

ization of FPRMs, and are represented by fewer
product terms than FPRMs. DFPRMs can be
realized in the (AND/OR)-EXOR PLA that
has only n literal lines as well as the FPRM
PLA, where n is the number of input variables.
We presented a minimization algorithm of DF-
PRMs with O(n2n22n

) and computed the min-
imum DFPRMs for all the four-variable func-
tions. From the results, it was found that the
average number of products of DFPRMs for
four-variable functions is 4.13. This is smaller
than 5.50 of FPRMs and larger than 3.66 of
ESOPs. Since the DFPRM PLA has only n lit-
eral lines, DFPRMs can be the smallest PLA
among all the classes of the AND-EXOR ex-
pressions.
The testability of DFPRM PLAs was also

discussed. All the stuck-at faults in DFPRM
PLAs are detected by (2n + 4) tests. DFPRM
PLAs require more tests than FPRM PLAs.
The number of tests, however, within two times
of that of the other kind of PLAs. This is a
trade-off between the testing time and the cir-
cuit area. As described above, the main advan-
tage of DFPRMs is that they can be realized in
the small PLA. Holding the similar testability
to FPRMs is the second advantage of DFPRMs.
Our minimization program can compute min-

imum DFPRMs for up to five-variable func-
tions. It is difficult to compute minimum
DFPRMs for functions with six or more vari-
ables. The development of a faster heuristic
algorithm to obtain DFPRMs is a future work.
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Appendix: Minimization Algorithm

For an n-variable function f and a polarity
vector Vn, let τF [Vn](f) denote the number of
products of the FPRM of f with polarity vector
Vn. Since a DFPRM of an n-variable function
f is Fa ⊕ Fb such that ν(Fa) = ν̄(Fb) and the
n-th bit of ν(Fa) is 0, the minimum number of
products of DFPRMs is represented by the fol-
lowing equations, where V̄n denotes the bitwise
complement of Vn, and Fn denotes the set of
all the n-variable functions:

τD[Vn](f)
= min

f=fa⊕fb

{τF [Vn](fa) + τF [V̄n](fb)}
= min

fb∈Fn
{τF [Vn](f ⊕ fb) + τF [V̄n](fb)}

τD(f) = min
Vn−1∈{0,1}n−1×{0}

{τD[Vn](f)}

From the above equations, we have a naive min-
imization algorithm, and its time complexity is
2n−1 · 22n · 2TF (n) = O(2n22n

)TF (n), where n
is the number of variables of f and TF (n) is the
computational time for calculating the FPRM
of f with Vn. Since TF (n) = O(2n) is known,
the time complexity of this naive algorithm is
written as O(22n+2n

). Then we propose a faster
minimization algorithm based on the following
theorem.

Theorem 3 For an n-variable function f
and an n-bit polarity vector Vn ∈ {0, 1}n−1 ×
{0}, the following recurrence equation holds,
where Vn−1 is the (n−1)-bit polarity sub-vector
of Vn deleting n-th bit from Vn, and V̇n−1 de-
notes Vn−1 if the (n− 1)-st bit of Vn−1 is 0 and
V̄n−1 otherwise.

τD[Vn](f) = min
g∈Fn−1

{τF [V̄n−1](f{0} ⊕ g)
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+ τF [Vn−1](f{1} ⊕ g)

+ τD[V̇n−1](g)}
Proof: f = x̄n(f{0}⊕g)⊕xn(f{1}⊕g)⊕g

holds for an arbitrary (n− 1)-variable function
g 9). For a polarity vector Vn ∈ {0, 1}n−1 ×{0}
and an (n−1)-variable function g, let G0 be the
FPRM of f{0}⊕g with V̄n−1, G1 be the FPRM
of f{1} ⊕ g with Vn−1, and G2 be a minimum
DFPRM of g with V̇n−1. Then it is obvious that
the expression x̄nG0⊕xnG1⊕G2 is a DFPRM
of f with polarity vector Vn. Hence we have

τD[Vn](f)
≤ min

g∈Fn−1
{τF [V̄n−1](f{0} ⊕ g)

+τF [Vn−1](f{1} ⊕ g) + τD[V̇n−1](g)}.
In the rest, we show the converse of the above
inequality. Let F = Fa⊕Fb be a minimum DF-
PRM of f with polarity vector Vn = ν(Fa).
Since Fa and Fb are FPRMs with polarity
vectors Vn and V̄n, respectively, the DFPRM
F = Fa ⊕ Fb can be written in the forms
Fa,{0} ⊕ xnFa,{0,1} ⊕ Fb,{1} ⊕ x̄nFb,{0,1}, where
Fa,{0}, Fa,{0,1}, Fb,{1}, and Fb,{0,1} have no lit-
erals of the variable xn. Furthermore, since
Fa,{0} and Fa,{0,1} are FPRMs with Vn−1, and
Fb,{1} and Fb,{0,1} are FPRMs with V̄n−1, we
have that Fa,{0,1} and Fb,{0,1} are FPRMs with
Vn−1 and V̄n−1, respectively, and Fa,{0}⊕Fb,{1}
is a DFPRM with V̇n−1.
Let g be the function represented by Fa,{0}⊕

Fb,{1}. Then Fa,{0,1} and Fb,{0,1} represent
f{1} ⊕ g and f{0} ⊕ g, respectively. Hence we
have the following inequalities.

τ (Fa,{0,1}) = τF [Vn−1](f{1} ⊕ g)
τ (Fb,{0,1}) = τF [V̄n−1](f{0} ⊕ g)

τ (Fa,{0} ⊕ Fb,{1}) ≥ τD[V̇n−1](g)
From the above inequalities, we have

τD[Vn](f)
= τ (F )
= τ (Fa,{0,1}) + τ (Fb,{0,1})
+ τ (Fa,{0} ⊕ Fb,{1})

≥ τF [Vn−1](f{1} ⊕ g)

+ τF [V̄n−1](f{0} ⊕ g) + τD[V̇n−1](g)
≥ min

g∈Fn−1
{τF [V̄n−1](f{0} ⊕ g)

+ τF [Vn−1](f{1} ⊕ g) + τD[V̇n−1](g)}.
✷

From the above theorem, we can construct

dfprmV (f, Vn):
( 1 ) Fmin ← (a large dummy).
( 2 ) Do the following for every g ∈ Fn−1.
( a ) G0 ← fprm(f{0} ⊕ g, V̄n−1).
( b ) G1 ← fprm(f{1} ⊕ g, Vn−1).
( c ) G2 ← dfprmV (g, V̇n−1).
( d ) F ← x̄nG0 ⊕ xnG1 ⊕G2.
( e ) If τ (F ) ≤ τ (Fmin) then Fmin ← F .

( 3 ) Return Fmin.
dfprm(f):
( 1 ) Fmin ← (a large dummy).
( 2 ) Do the following for every polarity vector

Vn ∈ {0, 1}n−1 × {0}.
( a ) F ← dfprmV (f, Vn).
( b ) If τ (F ) ≤ τ (Fmin) then Fmin ← F .

( 3 ) Return Fmin.

Fig. 8 Minimization algorithm.

an algorithm dfprmV (f, Vn) to calculate a min-
imum DFPRM of f with a polarity vector
Vn, which is shown in Fig. 8. In the algo-
rithm, fprm(f, Vn) is the procedure to obtain
the FPRM of f with Vn. The computational
time, TDV (n), of dfprmV (f, Vn) is represented
by the recurrence relation TDV (n) = (2TF (n−
1)+TDV (n−1))·22n−1

, where n is the number of
variables and TF (n) is the computational time
for calculating an FPRM. Since TF (n) = O(2n),
we have TDV (n) = O(n22n

).
The algorithm dfprm(f) to calculate a mini-

mum DFPRM of f calls dfprmV (f, Vn) for all
the polarity vectors Vn ∈ {0, 1}n−1 × {0}. Its
time complexity is O(n22n

)2n−1 = O(n2n+2n

),
which is smaller than that of the naive algo-
rithm.
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